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Abstract

In this paper, a new optimal policy is introduced to determine, adapt, and protect the Generalized MultiProtocol Label Switching (GMPLS)

network topology based on the current traffic load. The Integrated Traffic Engineering (ITE) paradigm provides mechanisms for dynamic

addition of physical capacity to optical networks. In the absence of such mechanisms, the rejection of incoming requests may be higher. The

objective of the proposed policy is to use ITE to set up virtual tunnels at the MPLS and optical level and protect them against failures. This

objective is achieved by minimizing the costs involving bandwidth, switching and signaling. The proposed policy is a computationally non-

intensive greedy heuristic with good performance. The new policy operates at two levels: the MPLS network level and the optical network

level. Numerical results are presented which show the effectiveness of the policy and the achieved performance.
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1. Introduction

A multi-service IP network aims to provide Quality of

Service (QoS) to different applications and users simul-

taneously. Such IP networks are becoming feasible with the

current advancements in the technology. These advance-

ments include various QoS mechanisms, e.g. Differentiated

Service (DiffServ) architecture, MultiProtocol Label

Switching (MPLS) etc.; the underlying physical network

components, i.e. optical networking technology; and their

integration in the form of the multipurpose control plane

paradigm of Generalized MPLS (GMPLS). GMPLS is the

proposed control plane solution for next generation optical

networking. It is an extension to MPLS that enables

Generalized Label Switched Paths (G-LSPs) such as

lightpaths [1], to be automatically setup and torn down by

means of a signaling protocol [2]. GMPLS differs from
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traditional MPLS because of its added switching capabili-

ties for lambda, fiber etc. It is the first step toward the

integration of data and optical network architectures. It

reduces network operational costs with easier network

management and operation. The traditional MPLS is defined

for packet switching networks only. It provides the

advantage of Traffic Engineering (TE) when compared to

other routing mechanisms, added to the improved forward-

ing performance. In other words, MPLS mainly focuses on

the data plane as opposed to GMPLS focus on control plane.

GMPLS extends the concept of Label Switched Path (LSP)

setup beyond the Label Switched Routers (LSRs) to

wavelength/fiber switching capable systems. Thus,

GMPLS allows LSP hierarchy (one LSP inside another) at

different layers in the network architecture. In this

hierarchy, the packet switched link is nested inside a

lambda switched link which is in turn nested inside a fiber

link. GMPLS also performs connection management in

optical networks. It provides end-to-end service provision-

ing for different services belonging to different classes. Its

management functionalities include connection creation,

connection provisioning, connection modification, and

connection deletion. WDM is an optical multiplexing

technique that allows better exploitation of the fiber

capacity by simultaneously transmitting data packets over

multiple wavelengths. IP-over-WDM networks can be
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wavelength routed (WR) networks. In WR networks, an all-

optical wavelength path is established between edges of the

network. This optical path is called a l Switched Path (lSP)
and it is created by reserving a dedicated wavelength

channel on every link along the path. However, WR

networks do not use statistical sharing of resources, and,

therefore, provide low bandwidth utilization. To overcome

this problem we consider a network architecture where

different MPLS networks (for different traffic classes) will

be built over the WR network. So each lSP will be assigned

to LSPs carrying an aggregation of traffic flows in the same

traffic class.

Network reliability plays a key role in the present

network design, since a single fiber cut can cause the loss of

enormous amount of data. The main objective in designing a

reliable network is to provide disjoint back-up paths for

LSPs and lambdaSPs in the network. However, a good

protection technique has to take into account that resources

should be used efficiently and different levels of protection

can be provided to different traffic classes. Efficient resource

usage can be obtained by providing shared back-up paths

subject to the Shared Risk Link Group (SRLG) constraint

[3]. According to this constraint, resources cannot be shared

by back-up paths whose working paths can fail simul-

taneously. In determining the shared risk link group, it is

reasonable assume a single-fiber failure model. Our network

structure, where different MPLS networks are built for

different traffic classes, provides the necessary virtual

separation of traffic flows which allows us to provide the

required level of protection to the LSPs. In general,

protection can be provided on-line or can be pre-planned.

Since, the on-line approach can lead to delayed establish-

ment of backup paths, we focus on the pre-planned

approach.

Many virtual topology design algorithms [4–7] for

wavelength routed optical networks have been proposed in

literature. A survey of many algorithms of this type is given

in [8]. A scheme for optical network design with lightpath

protection is given in [9]. A wavelength routing and

assignment algorithm for optical networks with focus on

maximizing the wavelength utilization at the switches is

given in [10]. However, all these algorithms design the

network off-line with a given traffic matrix for the network.

An on-line virtual-topology adaptation approach is

suggested in [11]. This approach is concerned only with

the optical network and does not relate the optical topology

to the MPLS network topology.

Many approaches for protection have been proposed in

the literature. As an example, in [12] two multilayered

protection schemes are presented to provide different QoS

and recovery requirements both at MPLS and optical layer.

In [13], different algorithms for establishing shared backup

paths are proposed. Path protection is provided by shared

global backup paths and is carried out using partial routing

information. The disadvantage with this approach is that

global protection requires long recovery time. To overcome
this problem, in [14] the whole working path is protected

using shared local backup paths, reducing in this way the

failure impact. In [3], the use of SRLG is considered as

fundamental concept for fault management in layered

networks. An SRLG is a group of network links that share

common physical resources, whose failure will cause the

failure of all the links in the group. The objective is to select

a pair of SRLG-disjoint path, one as working path and the

other as backup path. In some case, once the working path

has been selected, it is not possible to find a SRLG-disjoint

backup path, leading to the so called Trap Problem. A fast

and efficient algorithm for trap avoidance is also presented

in [3].

The motivation for the development of a combined

method to control the topological structure of both the

optical network and the MPLS network is based on the

concept of Integrated Traffic Engineering (ITE) proposed in

[15]. It is a new holistic paradigm for network performance

improvement, which consists of viewing the network as an

integrated and cohesive system rather than a collection of

independent layers. ITE attempts to tie together the key

technical activities associated with network performance

improvement, by taking a broad view of network

performance optimization to encompass domain specific

traffic routing and control, resource and capacity manage-

ment, and economic considerations. The advantages of ITE

include cost reduction, greater network adaptability and

responsiveness to changing traffic demands, higher quality

of service to end users of network services, increased

efficiency of network asset utilization, and increased

competitiveness. In particular, in the case of IP-MPLS-

over-optical networks costs can be further reduced and

traffic performance enhanced by establishing direct optical

connections between IP routers where substantial traffic

demand exists to minimize multi-routing in the IP domain.

In this way, the problem of network dimensioning, which

traditionally is viewed as a long term planning problem, can

be treated as a dynamical operational problem.

The contribution of this paper is a method to dynamically

setup, tear-down and protect LSPs and lSPs in response to

new traffic demands or failure of the physical infrastructure

in order to operate the network more efficiently. In our

previous papers [16–18] we introduced a traffic-driven

decision policy for on-line design of MPLS and GMPLS

networks, but protection was not considered. The policy

proposed here will allow the dynamic modification of the

virtual topologies both at the MPLS level and at the optical

level, while providing efficient protection for the LSPs in the

MPLS network and lSPs in the optical network. The

proposed policy is based on a greedy algorithm which is

effective and simple to be implemented. If the traffic

between a given origin-destination pair is less than a

thresholdQ, that traffic is routed on the shortest path and it is

protected by a backup tunnel of capacity equal to Q. When

the total traffic exceeds the threshold, a new direct virtual

tunnel (LSP or lSP) T1 is created with capacity Q.
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If the traffic increases further and the path and the tunnel T1

are fully occupied, another tunnel T2 is setup on a disjoint

physical path having the same capacity Q. The tunnel T2

does not require a dedicated additional protection since T1

and T2 do not belong to the same SRLG. In other words, the

protection strategy is based on the repartitioning of the

traffic in parallel virtual tunnels routed in physically disjoint

paths that can share a unique protection tunnel.

The paper is organized as follows. In Section 2, the LSP

and lSP setup policy is mathematically formulated. The

policy is tested by simulation and the numerical examples

are shown in Section 3. Conclusions are given in Section 4.
2. Problem formulation

We now describe the system under consideration. Let

Gph(N, Lph) denote a physical fiber network with a set of N

nodes and Lph fibers. We define the following notations for

Gph(N, Lph):

† l(a, b)2Lph: fiber between nodes i and j,

† C: total capacity of fiber l(a, b),

† p(i, j): path between nodes i and j.

We use the notation (a, b) to refer to adjacent nodes and

(i, j) for non-adjacent nodes. We assume that there is only

one fiber for each link l(a, b) and all the fibers in the network

are identical with equal capacities. We assume that

Wavelength Division Multiplexing (WDM) is used in the

optical domain to simultaneously transmit data over

different wavelengths on one fiber. The single fiber

assumption provides only one occurrence of any wavelength

between a node pair. We also assume that the network does

not have any wavelength converters. A virtual end-to-end

connection can be established in the optical layer between

any node pair of the physical layer (even if they are not

connected physically) using lightpaths. A lightpath is

defined as an all-optical path between a node pair. In the

context of the GMPLS networks, this lightpath is also called

as a l Switched Path (lSP) and it is created by reserving a

dedicated wavelength channel on every link along the path.

We will use the two terms interchangeably. Due to the

absence of the wavelength converters, the lightpath is

constrained to occupy the same wavelength on all fibers.

The virtual network consisting of the lightpaths as the links

is denoted by Gopt(N, Lopt) and we define the following

notations for this network:

† Z: number of wavelengths on each fiber (provided by

WDM),

† W: capacity of each data channel on the fiber (provided

by WDM),

† LPp,l(i, j)2Lopt: lightpath between nodes i and j using

wavelength l over path P.
Note that the total capacity assigned to any lightpath is

equal toW, the data channel capacity on the fiber. Also, CZ
ZW since, a maximum of Z lightpaths can be established on

one fiber. Corresponding to each fiber l(a, b) in the physical

network, we define a default lightpath LP0(a, b). Thus, the

default lightpaths are single-hop lightpaths between the

nodes that are physically connected. Since, these default

lightpaths exist only for adjacent nodes, it can be assumed

that all of them occupy the same wavelength l0 on the

respective fibers. Thus, the wavelength l0 is reserved for the

default lightpath on each fiber. The default lightpaths have a

capacity of W, equal to all the other lightpaths in the

network.

In the GMPLS environment, the user traffic is switched

using MPLS technology at the topmost level. Thus, a virtual

MPLS network GMPLS(N, LMPLS) is overlaid on the

lightpath network. Each Label Switched Path (LSP) in

the MPLS network corresponds to a set of lightpaths in the

optical domain. We define the following terminology for the

MPLS network:

† LSPp(i, j): LSP between nodes i and j overlaying the

physical path p(i, j),

† Cp(i, j): Capacity of LSPp(i, j),

† Ap(i, j): Available bandwidth on LSPp(i, j),

† B(i, j): Total traffic between routers i (source) and j

(destination).

Similar to the optical network, we define default LSPs in

the MPLS network. A default LSP0(a, b) is routed on the

default lightpath LP0(a, b) between the adjacent node pair a

and b. The default LSPs are assigned a capacity equal to the

threshold Q which we will determine later. The rest of the

capacity of the default lightpath is used to carry other direct

LSPs.

In the optical network, each lSP must be routed over

fibers in Gph(N, Lph). We assume that the shortest path Pph(i,

j) between a source node i and destination node j is the

minimum hop path in Gph(N, Lph) and is denoted by

Pphði; jÞZ flði; uÞ;.; lðv; jÞg:

In the MPLS network, each LSP must be routed over

lightpaths in Gopt(N, Lopt). We assume that the path Popt(i, j)

between a source node i and destination node j overlays the

minimum hop path Pph(i, j) in Gph(N, Lph) and is denoted by

Poptði; jÞZ fLP0ði; uÞ;.; LP0ðv; jÞg:

All the bandwidth requests between i and j are routed either

on the direct LSP(i, j) or on P(i, j), a concatenation of

multiple default LSPs overlaying Popt(i, j), where

Pði; jÞZ fLSP0ði; uÞ;.;LSP0ðv; jÞg:

We denote by h(i, j) the length of P(i, j). For each

possible source-destination pair (i, j) in the MPLS network,

we assume that a path LSPprot(i, j) has been selected to

provide protection in the MPLS network. We choose
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the path LSPprot(i, j) such that it is completely (node and

link) disjoint from the shortest path Pph(i, j). Since, we are

considering single fiber/node failures in this paper, it is safe

to assume that the disjoint path selection assures protection

against any possible network failure. All the LSPprot(i, j)

(corresponding to the protection paths) are established in the

network from the very beginning. These LSPs are not used

as working paths but they provide dedicated protection for

any traffic between the node pair i and j.

2.1. LSP and lightpath setup policy

When a new bandwidth request bm(i, j) arrives between

routers i and j in the MPLS network, the existence of a direct

LSP between i and j is checked initially. If a direct LSP is

found between i and j, then its available capacity Ap(i, j) is

compared with the request bm(i, j). If Ap(i, j)Obm(i, j), then

the requested bandwidth is allocated on that LSP and the

available capacity is reduced accordingly. On the other

hand, if the LSP available capacity is less than the requested

bandwidth, then the request bm(i, j) is routed on P(i, j), the

concatenation of default LSPs on the min-hop path between

i and j. If no direct LSP exists between i and j, the initial

bandwidth requests are granted on the path P(i, j), until a

threshold Q is reached. The following bandwidth request

leads to the creation of a new direct LSP between i and j.

This new LSP is assigned a capacity equal to Q and all the

previous requests are re-routed on the new LSP. This LSP is

routed on a path which is completely disjoint from the min-

hop path P(i, j) and the protection LSP LSPprot(i, j). Future

requests are granted on this LSP until the traffic reaches the

capacity of the LSP, when another disjoint direct LSP is

created. In this manner, we have a set of disjoint LSPs

between i and j, each with equal capacity Q. Thus, the total

traffic B(i, j) between the nodes can be split into two

components: BL(i, j) routed over the various LSPs and BP(i,

j) routed over the path P(i, j). The total traffic between

the node pair has thus been quantized into modules of size

Q(i, j). Each of these modules is routed on a path that is

disjoint from the others. Since, the LSP protection path was

established with a capacity equal to this module size, we are

able to provide protection, at the MPLS level, for all traffic

in case of a single fiber failure in the network. In case of a

fiber failure, only one of the parallel direct LSPs or the path

P(i, j) between nodes i and j will suffer and the

corresponding traffic can be easily protected by re-routing

on LSPprot(i, j). Thus, we provide dedicated protection for

all traffic in case of a single fiber failure. The failure of a

single fiber/node in the physical network will actually affect

multiple node pairs whose traffic is routed over the failed

element. Thus, a single failure in the physical network

corresponds to multiple failures in the MPLS network. Each

of the node pairs affected by the failure are protected by

their own LSPprot(f, g). When an LSP will be fully unutilized

as a result of the departure of a request, that LSP is torn-

down. However, the default LSPs are never removed.
When we are not able to find another disjoint path in the

MPLS network for a direct LSP, we move the protection

function to the optical layer. This is achieved by merging all

the traffic between the node pair into one LSP which is

routed over a direct lSP over the path Pph(i, j) and creating a

backup lightpath LPprot(i, j). This backup lightpath is

created such that it is link and node disjoint from the path

Pph(i, j). In this manner, the protection is now provided at

the optical level. The advantage of this approach is that

when the traffic is less, the protection is at the MPLS level,

and so the amount of bandwidth reserved for the backup

path is less. When the traffic starts to grow, the protection is

provided at the optical level since the wastage in the

reserved bandwidth will not be too high.

To illustrate the operation of the proposed algorithm,

consider the network topology shown in Fig. 1. We consider

traffic from node i to node j. Initially, the traffic between

these nodes is routed along P(i, j) with protection provided

at the MPLS level using LSPprot(i, j). The LSPprot(i, j) is

routed on a path that is physically disjoint from P(i, j).

Further traffic is routed on P(i, j) until the total traffic is

greater than or equal to Q. At this point, a new direct LSP

LSP1(i, j) is created between the node pair. Note that

the physical path over which this LSP is created is

completely disjoint from the paths taken by P(i, j) as well

as LSPprot(i, j). LSPs parallel to LSP1(i, j) (such as LSP2(i,

j)) will be created if the traffic on the path exceeds the

threshold Q again. Thus, the single LSP LSPprot(i, j)

provides protection to all the traffic between i and j in

case of a single link failure. The protection functionality is

switched to the optical layer when there are no more disjoint

paths between i and j in the MPLS network. Next, we

provide the mathematical framework to determine the value

of the threshold Q based on the network traffic.
2.2. Policy threshold determination

We assume that the events and costs associated with any

given node pair i and j are independent of any other node pair.

This assumption is based on the fact that the new bandwidth

requests are routed either on a direct LSP between the source

and destination or onP(i, j), i.e. the other LSPs are not utilized

for routing the new request. This assumption allows us to carry

the analysis for any node pair and be guaranteed that it will be

true for all other pairs. Under this assumption, we can drop the

explicit (i, j) dependence of the notations.

Set of States: For each router pair i and j in the MPLS

network, the state vector sm at the time instant tm is defined

as

sZ ½k;Ap1;Ap2;.;Apk;BP�: (1)

where k is the number of parallel LSPs between the node pair,

Apn is the available capacity on the n-th LSP routed along pn
andBP is the traffic on the pathP. The size of the state vector is

dependent on the number of parallel LSPs. Note that at any
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instant of time, the total number of state vectors is N*(NK1)

where N is the number of nodes in the network.

Set of Actions: Assume that at time instant tm, a request

bm(i, j) arrives. The decision of setting up a new direct LSP

is needed only when no direct LSP exists. This is because

once the first LSP is established, all the future LSPs will be

created with a capacity equal to the first LSP. The future

LSPs will be created only if the existing LSPs and the path

are full and cannot take any more traffic requests.

The capacity of the future LSPs is equal to the capacity of

the first LSP. The decision of setting up the first LSP is

captured by the binary action variable a, with aZ1 meaning

that the direct LSP will be set-up to accommodate the entire

traffic between the node pair and aZ0 meaning that no

action will be taken and the request is routed on the multi-

LSP physical shortest path in the MPLS network.

Cost Function: We define an incremental cost function

W(s, a) associated with the system when a bandwidth

request bm(i, j) arrives at time instant tm and the action a is

taken. It is the sum of four components as:

Wðs; aÞZWbðs; aÞCWswðs; aÞCWsignðs; aÞCWconn; (2)

where Wsign(s, a) is the cost for signaling the set-up of the

LSP to the involved routers, Wb(s, a) is the cost for

the carried bandwidth, Wsw(s, a) is the cost for switching of

the traffic and Wconn is the cost attributed to the degree of

connectivity of the network. The cost components depend

on the system state and the action taken for an event.

The bandwidth and switching cost components are

incurred for the entire duration of the event and so they
are time-dependent. We assume that a typical network

topology provides few paths between a node pair that are

equal in length to the shortest path and are disjoint from the

shortest path. Thus in our case, we can assume that all

the LSPs have equal length h as the min-hop path P. Thus,

the cost of carrying a bandwidth request in the network

is the same irrespective of whether the traffic request is

routed on P or on a direct LSP. This cost is given as

Wbðs; aÞZ cbhBT ; (3)

where cb is the bandwidth cost coefficient per capacity

unit, h is the length of the path, B is the total traffic

between the node pair and T is the duration till the next

event occurs.

The switching cost depends linearly on the number of

switching operations in IP or MPLS mode. The total number

of switching operations is h with the assumption that

multiple equal length disjoint paths were found. Whether

these switching operations are IP or MPLS depends on the

path chosen in the MPLS network. For the direct LSP, 1

router performs IP switching and [hK1] routers perform

MPLS switching. If no direct LSP exists, h routers perform

IP switching because the traffic is carried on individual

default LSPs in P. So

Wswðs; aÞZ cip CcmplsðhK1Þ
� �

BLT ChcipBPT ; (4)

where cip and cmpls are the switching cost coefficients per

c.u. per time in IP and MPLS mode, respectively, and BL

and BP are the traffic on the LSPs and P, respectively.

The signaling cost Wsign(s, a) is incurred instantaneously

only when action aZ1 is chosen for state s. It accounts for
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the signaling involved in the process of setting-up of the

LSP. We consider that this cost depends linearly on the

number of hops h in Pph over which the LSP is routed, plus a

constant component to take into account the notification of

the new capacity of the LSP to the network.

Wsignðs; aÞZ a½cshCca� (5)

where cs is the coefficient for signaling cost per hop and ca is

the fixed notification cost coefficient. This cost is not

incurred if aZ0.

The connectivity cost Wconn(s, a) is also incurred

instantaneously only when action aZ1 is chosen for state

s. It accounts for the degree of connectivity of the network.

If the network is highly connected, it is possible to find more

disjoint paths between a node pair. Thus, this component is

inversely related to the degree of connectivity of the

network.

Wconnðs; aÞZ
acconn
d

; (6)

where cconn is the coefficient for connectivity cost and d is

the degree of connectivity of the network.

Summarizing, the signaling and connectivity costs are

incurred only at decision instants when aZ1, while the

bandwidth and switching costs are accumulated continu-

ously until a new event occurs. Based on this cost structure,

we now propose the LSP and lightpath setup policy to

provide protection in GMPLS networks.

Let us assume that a request for allocating bandwidth bm
arrives at instant tm. If there is no direct LSP between i and j,

a decision has to be made whether to set-up a new LSP or to

route the request on the multi-hop physical path. At instant

tm, the decision is taken about the value of am (am2{0, 1}).

The decision process involves a trade-off between the

network resources utilized by the routing path and the

signaling and processing load incurred due to the LSP set-

up.

We denote by a the policy which is the sequence of

actions in each decision instant, i.e. aZ{a0, a1,.,aM}.

Then in the interval of analysis [0, tM), assuming that the

initial state is s0, the total cost is

Vðs0;M;aÞZ
XM
mZ0

WðSm; aÞZ
XM
mZ0

WbðSm; aÞCWswðSm; aÞ

CWsignðSm; aÞCWconnðSm; aÞ: ð7Þ

Let sm denote the state vector at the instant tm when the

decision about LSP set-up is to be made. Let us assume that

the action am taken at instant m depends only on the current

state and not on the time of the decision. The decision is

based on the following greedy criterion:

a*m : W * sm; a
*
m

� �
Zmin

am
Wðsm; amÞ cm2½0;M�; (8)

and the total cost will be Vðs0;M;a*ÞZPM
mZ0 W * sm; a

*
m

� �
c2½1;M�. Our LSP setup policy is
given by a*Z a*0 ;.; a*m;.; a*M
� �

where a*m is given as:

a*m Z 1 if BOQ; where QZ

cshCca Ccconn
d

ðcipKcmplsÞðhK1Þ

0 otherwise

8>>>><
>>>>:

Thus, the value of the threshold Q(i, j) for any node pair

is based on the cost coefficients and the length of the

minimum hop path between the nodes. This value can be

calculated a priori and stored for each node pair.

In the next section, we present the results for simulations

used to validate the performance of the proposed policy.
3. Numerical results and discussions

We have introduced the cost coefficients in the cost

definitions to provide a relative weight to each of the cost

components. A network operator can decide these

coefficients based on the fraction of the total cost that is

attributed to each cost component. For example, if the

bandwidth is a scarce resource in the network, then the

bandwidth cost coefficient cb can be assigned larger value

to ensure that bandwidth wastage in minimized in the

network. A study to assign values to these cost

coefficients based on network characteristics is out of

the scope of this paper. However, in the following, we

have assigned values to these coefficients that we deemed

appropriate. In our model, the cost functions are assumed

to be linear with respect to the bandwidth requirements of

the requests. By keeping a history of user requests, the

average inter-arrival time and connection duration can be

estimated. The value for the time duration of the LSP can

be obtained from past statistics of the traffic and the

network. Note that we assume no wavelength converters

are available in our optical network.

For the simulations, we used the physical topology of

Fig. 2 with 40 nodes and 64 links. This topology has an

average node connectivity of 3.2. We hypothesize that on an

average, the number of disjoint paths between any node pair

in a network is close to the average node degree in the

network. Each node in the network represents an LSR and

each edge represents a fiber link connecting two LSRs. Each

fiber has a capacity of CZ600 Mbps (OC-48). We assign a

capacity of WZ50 Mbps to each lSP. The cost coefficients

are chosen as csZ2, caZ2, cbZ2, cipZ1, cmplsZ0.5,

cconnZ5. Note that we have assigned values such that cipO
cmpls and the signaling and connectivity costs are larger than

any of the other costs.

To evaluate the performance of the proposed algorithm,

we will compare its performance with a simple policy called

as fixed policy. According to this fixed policy, instead of

calculating the threshold based on the various cost

components, the capacity of the parallel LSPs is fixed



Fig. 2. Network topology.
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a priori based on a pre-analysis of the network topology.

Suppose, for a give node pair, we find that there are h disjoint

paths. One of these paths is used for routing the backup LSP.

The LSP capacity is calculated as W/(hK1) where W is the

capacity of the lightpath. In this manner, hK1 LSPs are

established, as needed, such that their total capacity equals

the lightpath capacity. This fixed policy does not depend on

the cost coefficients for the LSP capacity calculation.

Wemodel the traffic requests with Poisson process arrivals

and exponential durations.We divide the simulations into two

broad traffic scenarios to represent significant conditions.

These scenarios are characterized by different traffic loads in

the network. We consider generalized medium, and focused

high traffic loads to bring out the contrast in traffic conditions

andobserve the effects on the networkperformance.Wedefine

the generalizedmedium traffic load as trafficmatrixwith equal

values as the elements. On the other hand, the focused high

load scenario is represented by a matrix where elements

corresponding to node pairs on the opposite extremes of the

network have twice the value as other node pairs. We

conducted 10 independent simulations with similar traffic

profiles and present the results next.

In Fig. 3, we show the cost for carrying the traffic in the

MPLS network for the two policies with the medium traffic
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Fig. 3. Cost in MPLS network—medium traffic.
load. We see that the proposed policy is able to reduce the

cost incurred by the network effectively, when compared to

the fixed policy. The average reduction in cost is about 28%.

This cost reduction is achieved by the proposed policy

because the capacity of the LSPs is lower in the proposed

policy which leads to lower bandwidth and switching costs.

In Figs. 4 and 5, we have shown the average wastage of

reserved bandwidth in MPLS network for the medium and

high traffic scenarios, respectively, for the duration of the

simulation. We see that for both the traffic scenarios,

the wastage is much lower with the proposed algorithm than

the fixed policy. However, the fixed policy fares better for

higher traffic loads since the LSP capacity is utilized more.

In the MPLS network, about 20% of the total bandwidth

is reserved for protection purposes by the proposed

algorithm, whereas about 37% is reserved by the fixed

policy. On the other hand, in the optical network, about 30%
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of the total bandwidth is reserved for protection by both the

proposed method and the fixed policy. Thus, our policy is

better at utilizing the bandwidth in the MPLS network by

reducing the wastage of reserved bandwidth and reducing

the fraction of bandwidth reserved for protection.
4. Conclusions

In this paper, we presented a new decision policy that

provides the on-line design of anMPLS network topology for

the current traffic load and pattern, while providing protection

for the traffic in case of a single failure in the network.

The proposed policy is based on the network load, which is

part of the defined network state, via a threshold criterion. The

threshold calculation takes into account the bandwidth,

switching, signaling and connectivity costs and depends on

the cost coefficients. Furthermore, since a given traffic load

may justbea temporaryphenomenon,ourpolicyalsoperforms

filtering in order to avoid oscillations that can be typical in a

variable traffic scenario. The optimality of our policy among

the set of all admissible policies is an open question andwill be

dealt with in the context of Markov Decision Processes.

The proposed method was tested by simulation and

compared with a simple policy. Several examples were

considered. The results confirm that the proposed policy is

effective and improves network performance by reducing

the cost incurred.
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